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Abstract
Tabular data analysis is crucial in many scenarios, yet efficiently identifying relevant queries and results for new tables remains
challenging due to data complexity, diverse analytical operations, and high-quality analysis requirements. To address these challenges,
we aim to recommend query–code–result triplets tailored for new tables in tabular data analysis workflows. In this paper, we present
TablePilot, a pioneering tabular data analysis framework leveraging large language models to autonomously generate comprehensive
and superior analytical results without relying on user profiles or prior interactions. Additionally, we propose Rec-Align, a novel method
to further improve recommendation quality and better align with human preferences. Experiments on DART, a dataset specifically
designed for comprehensive tabular data analysis recommendation, demonstrate the effectiveness of our framework. Based on GPT-
4o, the tuned TablePilot achieves 77.0% top-5 recommendation recall. Human evaluations further high-light its effectiveness in
optimizing tabular data analysis workflows.

Main contributions
Ø Tabular Data Analysis Recommendation Framework.   We 

propose TablePilot, a framework for zero-turn recommendation 
in tabular data analysis, encompassing a comprehensive set of 
analytical operations. We also contribute DART, a dataset to 
support and validate our framework.

Ø Table Augmentation and Multimodal Revision.  We introduce 
two additional steps to enhance the accuracy of analysis results, 
applied before and after core analysis. These steps incorporate 
sampling, explanation, and multi-faceted refinement.

Ø Better Alignment with Human Data Analysis Preferences. We 
develop Rec-Align, a method designed to align 
recommendations with human analytical preferences, further 
enhancing the quality and practical utility of the recommended 
results.

Ø Step 1: Sample the input 
table and generate 
corresponding 
explanations for its 
structure and content. 

Ø Step 2: Generate query 
and code for modules 
involving basic analysis, 
table visualization, and 
statistics modeling.

Ø Step 3: Optimize the 
quality of <query, code, 
result> triplets.

Ø Step 4: Score and rank 
the optimized results 
based on multiple criteria 
to recommend the top-K 
analysis. 
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Methodology
Our TablePilot framework processes tabular data through four 
key steps, formalized as 𝑇𝑎𝑏𝑙𝑒𝑃𝑖𝑙𝑜𝑡 𝑇 = 𝐴.
1. Analysis Preparation: Sample a subset 𝑆𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑇!×# =

𝑇!!×#!
$ and generate metadata 𝐸𝑥𝑝𝑙𝑎𝑛𝑎𝑡𝑖𝑜𝑛 𝑇 = 𝐸.

2. Module-based Analysis: Apply specialized modules 𝑀% (basic 
analysis, visualization, statistical modeling) to produce query-
code pairs 𝑀% 𝑇$, 𝐸 = (𝑞& , 𝑐&).

3. Analysis Optimization: Execute code to obtain results 𝑟, then 
refine triplets 𝑎$ using 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝐴 or 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝐵 based on 
error status.

4. Analysis Ranking: Score triplets via multi-dimensional criteria, 
aggregate scores 𝑠, and select top-k results 𝐴&! =
𝑇𝑜𝑝&(𝑅𝑎𝑛𝑘({(𝑞$, 𝑐$, 𝑟$)'}'()* )).

We enhance Tablepilot using two key techniques:
Analysis SFT: Trains 𝑀#!, 𝑀+, , 𝑀-. to generate accurate query-
code pairs. Rank SFT: Improves the ranking module's adherence 
to evaluation criteria. Rank DPO : Aligns ranking scores with 
human analytical preferences using preference data.


